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EtherCAT Communication
• EtherCAT stands for Ethernet for Control Automation Technology.
• The main organization overseeing the protocol is called the EtherCAT Technology Group (ETG).
• EtherCAT is a linear network topology that doesn’t use standard or managed switches.
• Category 5 Shielded Twisted Pair Ethernet cables are required. (Doesn’t matter if cross-over or straight through)
• EtherCAT devices are separated into Master devices and Slave devices.
• Protocols that use EtherCAT communication.

• CANopen over EtherCAT (CoE): Automationdirect will be primarily using master and slave devices that support this 
protocol.

• Sercos over EtherCAT (SoE).
• Ethernet over EtherCAT (EoE): Ethernet communication is tunneled through an EtherCAT connection. Typically used for 

access to webservers on some slave devices.
• File over EtherCAT (FoE): Used for sending firmware files to slave devices.



Section 1 -  What is EtherCAT
• EtherCAT is a high-performance industrial network system which uses Real-Time Ethernet. 
• EtherCAT provides short communication cycle time between the master and slaves by transmitting 

Ethernet frames at a high speed. 
• EtherCAT communication uses one frame to all slaves without transmitting data to each slave node in the 

network.
• Each slave reads and writes data to its own area in the frame when a communication frame passes through.
• The communication frame goes through the last slave and returns to the master through all the slaves.



Section 2 -  Supported EtherCAT Network Topologies
• Masters will support a couple different EtherCAT network topologies.
• For instance, the LS Electric XMC supports daisy chain and ring connection topologies.
• Branches and ring connection can be added using a junction slave.
• Only one junction slave may be used in the EtherCAT network.

Daisy Chain Topology with No Branches

Daisy Chain Topology using Branches



Ring Topology
Note: When using ring topology, do not use the open ports on the junction slave.



Section 3 -  CANopen over EtherCAT (CoE) and CiA 402 Support
• Automationdirect will be launching masters and slaves that use the CANopen over EtherCAT (CoE) protocol.
• A CoE slave’s parameter and data information is stored in an object dictionary described by an EtherCAT Slave 

Information (ESI) file .  
• The object dictionary contains information used in the configuration of the device and communication to the device. 
• A Process Data Object (PDO) is used for synchronous transmission of data between the master and slave nodes.
• The master performs synchronous process data communication to handle input/output signals and to control the 

EtherCAT slaves. 
• A Service Data Object (SDO) is used for asynchronous transmission of data between the master and slaves.
• The master performs asynchronous service data communication for error information in the slave and parameter 

reading/writing.
• CiA 402 is an application profile used to standardize the control of VFDs and servo drives.  
• CiA 402 describes all functional behavior including the finite state automation (FSA), all process data and 

configuration parameters. 
• FSA defines the internal and external device behavior for each state.

Type Communication Time Content of Communication
Process Data Communication (PDO) Synchronous with main task period Servo drive position control data, input/output data, etc.

Service Data Communication (SDO) Asynchronous only when requested Servo parameter reading/writing, servo error information 
reading/acknowledgement, etc.



Section 4 -  EtherCAT State Machine

1. Communication between master and slave begins in the Init state.
2. Master configures the synchronous communication and proceeds to the Pre-operational state.
3. Master configures slave parameters to enter the Safe-Operational state.
4. Master starts sending valid outputs and the system enters Operational state.



Section 5 -  Process Data Object
• The synchronous data communication in EtherCAT communication of the master occurs through process data object 

(PDO).
• TxPDO is configured for data that is transmitted from the slave to the master.
• RxPDO is configured for data that is transmitted from the master to the slave. 
• The manufacturer of the slave node will have an EtherCAT Slave Information (ESI) file which contains the PDO data 

that the slave supports. 
• This file must be imported into the master’s programming software to be able to control the slave device.

Section 4.1 -  Example Configuration of RxPDO and TxPDO

Process Data from the 
slave ESI file.

Data transmitted to 
slave from master.

Data transmitted to 
master from slave.



Section 6 -  EtherCAT Slave Information (ESI) File
• The EtherCAT Slave Information (ESI) file is an XML file that is used by EtherCAT masters to configure the

slaves and generate network description files. 
• The main purpose is to describe how data is shared with the slave.
• The master can often modify configuration data after importing the ESI file into the programming software.
• The new configuration can then be written to the slave from the EtherCAT master (This can be done in

programming code or programming software).

Example ESI File



Example EtherCAT Slave in XG5000 Programming Software

TxPDO is input data from Slave to Master RxPDO is output data from Master to Slave



Example EtherCAT Slave in XG5000 Programming Software

SDO contains the setup parameters and information for a slave device.
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